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Abstract

In this paper a new methodology is presented to experimentally quantify liquid front positions on a heated solid

when working under two-phase flow conditions. Applicable to solids, of which one dimension can be considered infinite

(2D-solids), this methodology uses a unidimensional temperature profile measured inside the solid, which is interpreted

with the aid of a newly defined parameter, cof *h. The parameter cof *h is an effective heat transfer coefficient in the

framework of a unidimensional heat balance model. The values and profile of the parameter cof *h reflect the different

effectiveness in heat transfer of a heated surface when in contact with a liquid phase (wet surface) and when in contact

with a gas phase (dry surface), thus making it possible to determine the position of the liquid front for every surface of

such a 2D-solid. The accuracy of this method depends, mainly, on the conductivity of the solid and, secondly, on the

distance between temperature gauges. The methodology has been validated with a commercial finite element analysis

code and has been applied to locate experimentally the portion of the inner and outer wet surfaces of two horizontal

pipe samples immersed in water under different operational temperatures. One of the samples is a normal smooth car-

bon steel pipe, while the other has microchannels grooved in its inner surface. The microchannels help to develop cap-

illary forces that keep the inner surface wet above the horizontal water level at which the sample is immersed. The

difference in liquid limit between the inner and outer surfaces can easily be determined by the parameter cof *h. The

method proposed is especially usefull when visual methods cannot be used.

� 2004 Elsevier Ltd. All rights reserved.
1. Introduction

There are several areas of scientific investigation in

which it is important to know which portion of a heated

surface is wet. Basically these areas concern two-phase
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flows and flows induced by capillary forces. The impor-

tance of such knowledge lies in the fact that coefficients

of heat transfer between a solid and a liquid phase are

much greater than between a solid and a gas phase. In

horizontal pipes working under two-phase flow, the flow

pattern––annular or stratified––is critical for the effec-

tiveness of the transference of an external flux to the

fluid inside the pipe. The investigation of the effective-

ness of capillary forces for inducing flows over surfaces

has intensified in the last two decades with regard to

possible applications in heat pipes used in modern air
ed.
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Nomenclature

Ds* effective element surface (m2)

DV element volume (m3)

cof *h effective heat transfer coefficient (W/m2K)

G net power per unit volume (W/m3)

G0 external power supply per unit volume

(W/m3)

k thermal conductivity of the solid (W/mK)

Qlost power lost per unit volume (W/m3)

r radial coordinate

z coordinate along which the solid is consid-

ered infinite

T temperature (�C, K)

x, f coordinates along which the solid–liquid–

gas interphase is situated

Superscript

* related to a measured/simulated magnitude

Subscripts

A related to zone A

B related to zone B

C related to zone C

j related to an element

max maximum

sat related to saturation or operating conditions
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conditioning systems and thermal solar collectors. Cap-

illary forces can be promoted by porous coatings and by

microchannels.

In the case of two-phase flows, most experimental de-

vices for determining how wet a heated surface is, are

flow visualisations with non-intrusive optical methods.

These methods make use of an optical fibre [1], or a

video camera, with which the two-phase flow develop-

ping inside a transparent tube is recorded [2–4]. At the

HIPRESS facility [5], flow visualisations are obtained

by a Radiometric Densitometer (RaDiMe), which com-

pares the X-ray attenuation by every involved phase. In

flows induced by capillary forces, visual observations at

atmospheric pressure are the easiest method for measur-

ing capillary rise [6,7]. Some researchers [1,8]––whose

aim is to determine heat transfer coefficients for the dif-

ferent phases––measure a temperature profile and use a

bidimensional heat balance model. The dissimilarity in

heat transfer coefficients thus obtained shows how wet

the studied surface is.

This paper describes a new methodology for deter-

mining how wet the surfaces of a heated solid are. Like

the aforementioned, this methodology involves measur-
Fig. 1. 2D-solid diagram with its two sur
ing a unidimensional temperature profile, but this is

done in the framework of a unidimensional heat balance

model. It has the advantages of reducing the complexity

of the heat balance model involved and of permitting

greater flexibility in positioning the temperature gauges

in the 2D-solid. This methodology is based on the inter-

pretation of a newly defined parameter cof *h which rep-

resents an effective heat transfer coefficient.
2. Conceptual definition of the parameter cof *h

Let us consider a solid which is infinite in one of its

dimensions (which in Fig. 1 would be the z-coordinate),

and of which one surface is in contact with a liquid upto

a position xA, and the other one upto a position xB.

Three different zones of the solid can be distinguished:

zone A (0 6 x 6 xA), where both surfaces are wet; zone

B (xA 6 x 6 xB), where one surface is wet and the other

is dry or in contact with the gas phase; and zone C

(xB 6 x 6 xmax), where both surfaces are in contact

with the gas phase. Let us also assume that the solid is

heated by a constant and uniform external heat flux or
faces wet up to different positions.



Fig. 2. Nodes/gauges positioning to have an unidimensional temperature profile.
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that it is a constant and uniform heat generating source

itself. Such energy has to be transferred to its surround-

ings, i.e., to the liquid or to the gas phases, which are

considered to be at a certain saturation temperature,

Tsat.

With the proposed methodology, one can determine

the liquid front positions on both surfaces, xA and xB,

when visual observations are not possible. It is based

on the interpretation of an experimental unidimensional

temperature profile, fT �
jg, which can be obtained by

inserting temperature gauges (thermocouples or Pt-

100) into the solid up to a certain fixed inner position

(Fig. 2).

Let us consider the solid divided in elements along

the x-coordinate (Fig. 2). At every experimental temper-

ature node, T �
j , Laplace�s equation gives the heat balance

for every element j by

kr2T �
j þ Gj ¼ 0 ð1Þ

where k is the conductivity of the solid and Gj accounts

for the sources and drains of energy per unit of volume

in every element. The energy drains are nothing other

than the heat transferred to the surroundings of the

solid, Qlost
j . This loss of energy can be defined by an effec-

tive heat transfer coefficient, cof *h––effective because it

takes the losses of both surfaces of the solid into account

and relates them to the measured temperature T �
j––and

be expressed as follows:

Qlost
j ¼ cof �h

i
j
� T �

j � T sat

� �Ds�

DV
ð2Þ

where Ds* is the effective element surface at measuring

point (Fig. 2), and DV is the volume of the solid element.

The effective heat transfer coefficient, cof *h, depends on

the superheating of the solid on both of its surfaces (i.e.,

on the difference between its temperatures on its surfaces

and the saturation temperature at which the fluid is con-

sidered to be) and on the real convection heat transfer

coefficients between the solid and the fluid surrounded

it (liquid or gas). The net energy of the system can be de-

scribed by the following equation, in which G0 is the
constant and uniform energy generated or applied to

the solid per unit of volume:

Gj ¼ G0 � cof �h
�
j
� T �

j � T sat

� �Ds�

DV
ð3Þ

Eq. (1) becomes, therefore,

kr2T �
j þ G0 � cof �h

i
j
� T �

j � T sat

� �Ds�

DV
¼ 0 ð4Þ

Extracting the term cof *h]j we can establish that

cof �h�j ¼ kr2T �
j þ G0

h i DV =Ds�

T �
j � T sat

� � ¼ 0 ð5Þ

This expression enables us to calculate the effective heat

transfer coefficient, cof *h, for every element from an

experimental temperature profile inside the solid, fT �
jg.

For the same fluid, heat transfer coefficients between

solid and liquid phase are, at least, one order of magni-

tude higher than heat transfer coefficients between solid

and gas phase. Such different orders of magnitude

should be reflected in the values of the parameter cof *h,

as it represents an effective heat transfer coefficient.

Therefore, the values of cof *h for the elements situated

in the zone A (wet/wet) should be higher than the values

for the elements in zone B (wet/dry). The values of cof *h

for the elements in zone C (dry/dry) should be the lowest

ones because, in this zone, both surfaces of the solid are

in contact with the gas phase. In other words, the profile

and values of the parameter cof *h along the coordinate

where the liquid–gas interphase is situated (x-coordinate

in Figs. 1 and 2) are expected to give the necessary infor-

mation to locate both liquid fronts in the above general

case, positions xA and xB.
3. Validation with simulated results (obtained by

ANSYS� code)

ANSYS� is a commercial finite element model pro-

gramme developed by Swanson Analysis Systems, Inc.



Fig. 3. Finite element model figure for simulating a heated

carbon and steel pipe.
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(SASI). With this software, a sample pipe of carbon

steel, with an inner/outer diameter of 50/70 mm and a

length of 10 cm has been simulated. An external total

heat power of 536 W is applied by 280 external generat-

ing nodes, grouped in 10 rings with 1 cm between them.

The fluid considered is water (liquid and vapor). The

inner tube surface is assumed to be wet up to 154.3�
from the bottom and the outer surface up to 38.6�
(Fig. 3). Both the liquid and gas phases are assumed

to be at saturated conditions at 311 �C (Tsat).

The heat transfer coefficients used between the solid

and the gas phase are based on the Fishenden & Saun-

ders� expression for laminar natural convection [9].

The heat transfer coefficients when the solid is wet are

based on the expression by Rohsenow [10], for nucleate

boiling conditions and the one given by Bromley [11],
Fig. 4. Simulated thermal maps obtained by ANSYS. (a)
for liquid film boiling conditions––once the critical heat

flux is reached.

With cylindrical coordinates, (r, f, z), we obtained

simulated temperature data every Dr = 10�3 m,

Df � 12.8� and Dz = 5 · 10�3 m. Along the sample (z-

coordinate) a teeth external temperature map appears

(Fig. 4(a)), with the crests coinciding with the rings

where the energy generating nodes are. To justify the

assumption of a 2D-solid, i.e. a solid which is infinite

in one of its coordinates, we work with the temperature

profiles at z = 5 · 10�2 m (at half the length of the sam-

ple), which are not affected by border length effects (Fig.

4(b)). As expected, the temperature profile is symmetric

with respect to the vertical, and therefore only the vari-

ation in the angle, f, between 0� and 180� (15 nodes) has

to be taken into account. At this z-position, to have a

unidimensional temperature profile, one can consider

any of the radial temperature profiles within the solid,

i.e., fT ðr ¼ r�; fjÞg ¼ fT �ðfjÞg ¼ fT �
jg with the possibili-

ties of 25 · 10�3 m< r*<35 · 10�3 m. Under these con-

siderations, we can verify the ability of the parameter

cof *h to determine the liquid front positions on the inner

(fB = 154.3�) and outer (fA = 38.6�) surfaces of the solid.
The term r2T �

j in Eq. (5) can be calculated by differ-

ent methods. The values cof *h shown in Fig. 5 have been

calculated using a Taylor�s series to obtained the term

r2T �
j where it was taken into account that this term

for a fixed radial position, r*, depends only on angular

positions, f. In the cof *h profies obtained for every r*

the three zones––zone A (wet/wet), zone B (wet/dry)

and zone C (dry/dry)––can be distinguished by two slope

sign changes. For lower angles (zone A) the cof *h curve

is nearly horizontal, with a slight positive slope and with

numerical values typical of heat transfer coefficients be-

tween solid and liquid (�103 W/m2K). Just before reach-
Whole sample, (b) cross-section at z = 5 · 10�2 m.



Fig. 6. Schematic description of measuring set up. (1)––

feedthroughs, (2)––sample positioning bar, (3)––pipe sample,

(4)––liquid level, (5)––pressurised chamber, (6)––thermocouples

and second power supply wires, (7)––chamber supply heaters,

(8)––security tared valve.

Fig. 5. Parameter cof*h versus angular position. Values

obtained using Eq. (5) and simulated temperature profiles at

z = 5 · 10�2 m.
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ing the external wet front (fA = 38.6�) the slope of the

cof *h profile changes its sign and the numerical values

drop. From here onwards only the inner surface is wet

while the outer is dry (zone B). At the border between

the wet and dry zone of the inner surface (i.e. around

fB = 154.3�) the second drop in cof *h values appears.

In zone C, cof *h has typical values for solid to gas phase

heat transfer coefficients (<1000 W/m2K). These two

slope sign changes are situated at the same angular posi-

tions for every thermal profile, independently of the ra-

dial position (r*) chosen.

Therefore, if we were not dealing with simulated data

but with experimental data, i.e., if we did not know a

priori the exact values for both liquid fronts

(fA = 38.6� and fB = 154.3�) and we had a temperature

profile at different angles for a fixed radial positions,

r*, we could have induced from the analysis of the cof *h

profile and values that the first liquid front would be lo-

cated between the first local maximum and local mini-

mum and the second liquid front between the second

local maximum and second local minimum. This means

that we could state that fA 2 (25.7�, 51.4�) and that

fB 2 (141.6�, 167.1�), i.e. that fA = 38.6� ± 12.8� and

fB = 154.3� ± 12.8�. These results would be the same

independently of the radial position, r*, chosen for plac-

ing the temperature gauges. With these results, the error

in liquid front positions is given by the angular distance

between nodes, or between what could be temperature

gauges, i.e., 12.8�. In principle, these results suggest that

having a higher number of nodes/sensors (more detailed

temperature profile) the error might be reduced. Never-

theless the error is not always equivalent to the distance

between temperature nodes but is limited to a minimum

value depending on the thermal conductivity of the

solid: the lower it is, the higher the accuracy. On the

other hand, an adequate interpolation––by cubic splines,

for example––of a non-detailed profile could reduce the
error to a value close to the minimum value [12]. These

statements are based on the results obtained from other

ANSYS simulations, in which a higher number of nodes

and different thermal conductivities (between 37 and 7

W/mK) have been used.
4. Validation with experimental results

Two pipe samples with the same geometry as the one

described in the simulation validation have been used,

i.e., carbon steel pipes with an inner/outer diameter of

50/70 mm and a length of 10 cm. The samples were par-

tially immersed hi water inside an autoclave (Fig. 6).

This autoclave is a closed thermal and mass system that

allows control of operation temperature during experi-

ments. The external heat flux is applied by a resistance

wire coiled externally to every sample (Fig. 7). Six K-

type thermocouples (T1–T6 in Fig. 7), at different angu-

lar positions, give the experimental temperature profile

to be used afterwards. The angular distance between

all these thermocouples is 36� except between T1 and

T2, where it is 18�. Another thermocouple (T7) serves

to check the symmetry of the temperature profile. The

measuring ends of the thermocouples are placed at

3 mm from the inner surface of the pipe, i.e., at



Fig. 7. Photographs of a sample (M # 1) already instrumented, before introducing it into the autoclave.
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r* = 28 · 10�3 m. Experiments at different saturation

temperatures, from 100 �C up to 266 �C, and different

external power supplies, from 34 W up to 1202 W, were

carried out. The amount of mass water is the minimum

necessary to cover the bottom of the inner surface of the

sample at ambient temperature, which is why the por-

tion of the sample that is immersed in every experiment

is determined by the operating temperature (Tsat), which

causes thermal expansion of the water.

4.1. Sample M#0

This is a normal, smooth pipe. This implies that, for a

given saturation temperature and independently of the

external power applied, inner (fB) and outer (fA) liquid
front angular positions are exclusively determined by
Fig. 8. Detailed figure of liquid front positions in sample

M # 0.
the level up to which the sample is immersed (Fig. 8).

Only when the sample is half immersed fA = fB = 90�,
but in all other possible situations there is always an

angular difference between fA and fB of up to 45� (Fig.
9). Taking this last datum into account, as well as the

fact that the angular separation between thermocouples

is 36�, we can predict from the beginning that with only

six thermocouples covering 180� we will not be able to

distinguish between fA and fB.
In Table 1 the experimental conditions and results

obtained by the analysis of the parameter cof *h are

shown. A short example may serve to clarify the method

for obtaining such results. For an operational or satura-
Fig. 9. Correlations in sample M # 0 between external, fA, and
internal, fB, liquid front angular positions depending on how

much the sample is immersed.



Table 1

Results from the analysis of cof*h from experimental temperature profiles for samples M#0 and M#1

Sample Operation temperature,

Tsat (�C)
External power

supply (W)

Liquid front position

at outer surface, fA (�)
Liquid front position

at inner surface, fB (�)

M#0 100 34 ± 3 40�–80�
67 ± 4

111 ± 5

137 ± 5(2)

150 191 ± 6(2) 40�–78�
260 ± 7(2)

186 748 ± 12(2) 60�–110�
200 252 ± 7 67�–90�

417 ± 9

515 ± 10(2)

623 ± 11(2)

742 ± 12(2)

870 ± 13

220 860 ± 112(2) 76�–110�
225 411 ± 9 60�–110�

614 ± 11

250 721 ± 12(2) 60�–100�
846 ± 13(2)

981 ± 14(2)

1126 ± 15(2)

1202 ± 16

M#1 100 137 ± 5 20�–55� 80�–126�
125 264 ± 8 18�–53� 90�–125�
150 260 ± 7 53�–125� 160�–180�

642 ± 12 150�–180�
266 1186 ± 15 60�–162� 180�
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tion temperature of 100 �C several experiments have

been carried out applying different external power sup-

plies (see Table 1). The experimental thermal maps ob-

tained for the power supplies of 67 ± 4 and 111 ± 5 W

are shown in Fig. 10. As expected the temperatures are

higher for the highest external power supply. A cubic

spline interpolation has been used to get more-detailed

temperature profiles. Having the analytical expression
Fig. 10. Temperature profiles at r* = 28 · 10�3 m for sample

M # 0 at Tsat = 100 �C.
for this adjustments, the calculation of the term r2T �
j

is straightforward. The values of cof *h obtained are pre-

sented in Fig. 11. In such profiles only one slope change

appears, located, as expected, in a similar angular range.

It is this range which defines where the inner and outer

liquid front positions are located. Up to an angle of

40� the cof *h values are approximately 103 W/m2K,

which are of the order of heat transfer coefficients
Fig. 11. Values of cof *h obtained from Eq. (5) and using the

thermal profiles presented in Fig. 10.



Fig. 13. Values of cof*h obtained from Eq. (5) and using the

thermal profiles presented in Fig. 12.
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between solid and liquid phase. At angles of approxi-

mately 110� and above, the cof *h values are always low-

er than 400 W/m2K, which reflects that, from this point

onwards, the solid transfers energy to a gas phase. The

range reduction from (40�, 110�) to (40�, 80�)-value range
shown in Table 1- is due to the intersection between the

angular ranges for fA and fB obtained with other exper-

iments at Tsat = 100 �C under other different external

power supplies.

The experimental angles for fA and fB for M#0

shown in Table 1 have been verified with a direct calcu-

lation of such angles from the mass of water employed

to partially fill the autoclave, and taking into account

the variation of water specific volume with temperature

and the experimental errors [12].

4.2. Sample M#1

Externally sample M#1 is a smooth pipe but in its

inner surface vertical microchannels of 0.77 mm depth

have been grooved (Fig. 7). The capillary forces pro-

moted by these microchannels keep the inner wet front

higher than the one corresponding to the smooth sam-

ple, i.e., fB(M#0) 6 fB(M#1). While the outer angular

positions fA depend on saturation temperature only, the

inner angular positions of the liquid front, fB, must be

considered a function not only of the capillary forces

but also of the additional power supply, because the

vaporisation of the liquid flowing in the microchannels

limits its actuation as energy drainage.

In Table 1 the experimental operating conditions and

the results from the cof *h analysis for this sample are

presented. Two different angular ranges are clearly iden-

tified for every experimental condition, distinguishing

between the liquid front positions fA and fB. For an sat-

uration temperature of 266 �C and a power supply of

1118 ± 15 W the fB position is fixed at 180�, without
any uncertainty. It is because the cof *h values obtained
Fig. 12. Temperatures profiles at r* = 28 · 10�3 m for sample

M # 1 at Tsat = 100 �C.
for this angular position leaves no doubt that the heat

transfer is between solid and vapor. As an example the

experimental temperature data for Tsat = 100 �C and

power supply of 137 ± 5 W are shown in Fig. 12. The

cof *h profile obtained using cubic spline interpolation

and Eq. (5) is shown in Fig. 13. Two slope changes

can be distinguished: one that determines the outer

liquid front position, or fA, located in the range

(20�, 55�), and the other that gives the inner liquid front

position, or fB, located in the range (80�, 126�). The

uncertainty in both ranges is similar to the angular sep-

aration between thermocouples (36�).
5. Conclusions

The experimental methodology described in this

paper can be applied to determine the liquid front posi-

tions on the surfaces of a heated 2-D solid working

under two-phase flow conditions, being especially useful

when visual inspection is difficult or not possible.

From a unidimensional temperature experimental

data profile, an effective heat transfer coefficient here

defined, cof *h, can be calculated. The high differences be-

tween solid–liquid and solid–gas heat transfer coefficients

are easily visualized through a graphic of the cof *h

parameter versus position. The liquid front positions

are located thanks to the values and profile (range be-

tween consecutive local maximum and minimum) of this

parameter. One advantage of this method in relation

with others that appear in the literature is that the ther-

mal behaviour of a 2D-solid can be studied with a uni-

dimensional model that significantly reduces the

mathematical complexity of the heat transfer treatment.

The local maximum and minimum positions that

determine the range within which the liquid fronts are

located do not depend on the distance from the two

external surfaces at which the sensors are placed within

the solid. This feature lends the proposed methodology a
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high flexibility with regard to the positioning of the sen-

sors, which can be adapted to the solid in question and

to experimental system restrictions.

The accuracy of this method depends, although not

critically, on the geometrical performance (i.e. whether

the solid in question is plane or cylindrical) and on the

distance between sensors. The main restriction for

obtaining higher accuracy is the thermal conductivity

of the solid: the lower it is, the lower the error obtained

in the liquid front positions. The thermal conductivity of

the solid determines a minimum error value, that can

nearly be achieved with a temperature profile obtained

by an adequate interpolation of non-detailed experimen-

tal temperature data (the adequate interpolation pro-

posed here is cubic splines). On the other hand, the

experimental errors in the data acquisition lead to a

grade of uncertainty in about the same range of error

associated to the proposed method. This is especially

true when the method is applied in the designing of cap-

illary systems to work under predetermined require-

ments: the errors in the experimental determination of

their characteristic parameters are much higher than

the uncertainty due to the method itself.

The methodology has been validated with ANSYS

simulations, and applied to find out the inner and outer

liquid front positions in carbon steel pipes with inner/

outer diameters of 50/70 mm and a length of 10 cm, with

and without capillary system in the inner face. Experi-

ments were carried out by partially immersing the

samples in water and working under saturation temper-

atures ranging from 100 to 266 �C with external power

supplies from 34 to 1200 W.
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